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Abstract 
Historically, technology was always a key differentiator and an enabler for business or 
societal developments. With the rapid advancements in technology, businesses have been 
able to increase their efficiency, productivity, or profitability through automation and 
digitization. The European Union elaborated clear strategies that aims overall economic 
development trough digital transformation, one of the core technology components being 
Artificial Intelligence (AI). While the added value of AI technologies, in terms of 
optimization, efficiency, automation is clear and undeniable, there are different 
challenges related to the ethical aspect of AI use. Hence the AI ethics discussions are 
currently very present in the public space. A collection of different AI ethical frameworks 
was redacted either by the researchers or by governments or by the tech industry, but 
developing consistent AI ethical system is still a grey area. Some of the main challenges 
revealed by different researchers are related to the practical implementation of ethical 
principles in AI technologies during its lifecycle. 
This paper proposes a conceptual framework for operationalizing AI ethical principles in 
business contexts. The framework is based on a comprehensive literature review of 
existing AI ethical frameworks, which highlights the current gaps in their implementation. 
The proposed framework addresses these gaps by providing a step-by-step approach that 
can be easily integrated into existing business processes. It covers various stages of AI 
development, including problem formulation, data collection and preprocessing, model 
training, model evaluation, and deployment. The practical validation of the framework 
will be conducted in future work. The results suggest that the proposed framework can 
provide a systematic approach to operationalizing AI ethical principles in business 
contexts, thereby contributing to the development of responsible AI systems. 
Keywords: artificial intelligence; ethics, framework; practice; business. 
JEL Classification: M15. 
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1. INTRODUCTION 
The study of ethics applicable to Artificial Intelligence technologies is still 

in an early stage that presents unexplored opportunities from a scientific point of 
view. At the same time, it is observed that as companies adopt AI more and more, 
defining and promoting ethical principles related to AI is widely seen as one of 
the best ways to ensure that AI does not cause unintended harm. 

Since the early stages of AI development, researchers have expressed 
concern about the ethical implications of its use in society (see Turing, 1950; 
Wiener, 1954). As AI technologies have developed, it has been found that they 
can have a tangible and significant impact on people's daily lives, such as 
influencing decision-making, improving quality of life, automating routines, and 
so on. As a result, the discourse on AI ethics has moved out of the academic 
enclave and entered the consciousness of the public and decision-makers (Barn 
2019). 

Therefore, there has been a rapid proliferation of ethical documents and 
declarations based primarily on principles, frameworks, standards, and codes of 
conduct proposed by the AI development industry, academia, or governmental 
and non-governmental organizations (national, European or global). European 
Comission has defined clear priorities and rules related to the development and 
use of AI. Therefore, they redacted a Proposal for AI regulation that sugest 
“adopting a human-centric approach for digital technologies including artificial 
intelligence” (European Comission, 2021). It has become increasingly clear that, 
although the existence of these documents may be necessary for creating the pro-
ethical conditions so necessary (Floridi, 2019), the practical implementation of 
ethics at the AI level is far from being achieved (Vidgen et al., 2020). 

This is because many ethical principles dedicated to AI frameworks cannot 
be clearly implemented in practice, as demonstrated by some research (Haas, 
Gießler and Thiel, 2020; Morley, Elhalal and Garcia, 2021). There are studies that 
show that although ethical frameworks can be effective for promotion campaigns, 
they fail to manage the ethical operationalization of AI, with the risk of causing 
some of the damages they are intended to prevent (Ville et al., 2019; Burt, 2020). 
Previous research (Floridi et al., 2018; Morley et al., 2023) shows that from the 
perspective of operationalizing an AI ethical framework, the businesses need to 
find solutions to a series of issues related to ethical management of an AI or to the 
specific limitations and motivation that AI developers may have when trying to 
implement AI ethical principles. Nevertheless, there is still a grey area when it 
come about measuring and tracking the ethical or unethical decisions of an AI. 

To ensure that AI brings the anticipated added value, we must first 
comprehensively and interculturally understand the potential ethical risks related 
to AI development. Hence an AI ethical framework should combine both elements 
of ethical theory (such socio-cultural aspects) and technical elements. 
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Our research aims to develop an ethical framework applicable to AI that 
targets the operationalization of ethical principles from the moment of 
development to the implementation and post-implementation of an AI technology. 
Additionally, it is important to note that, in the scientific approach, we consider 
ethics to be more of a continuous process, rather than just a task. 

The initial research questions that lead us to the development of our AI ethical 
framework were: How ethical principles or moral norms can be created at the 
level of the AI algorithms or AI training models? How can we ensure that the 
ethical norms we want to define are essentially correctly understood by a software 
developer or an AI practician? How can we ensure that AI technologies can 
handle possible deviations from some ethical norms? This paper does not claim 
to have a priori answer to these questions, but through the chosen methodology 
and the proposed AI ethical framework, we aimed to obtain concrete results that 
will allow interested companies to have ethical control and integrated 
management when implementing AI technologies. 

2. LITERATURE REVIEW 
Through an examination of the current literature, it has been observed that 

numerous recent publications have highlighted a notable deficiency in many 
ethical frameworks applicable to artificial intelligence (AI), namely, the absence 
of essential considerations regarding how ethical values can be effectively 
implemented in practice (Hagendorff, 2020; Morley et al., 2020). Furthermore, in 
addition to the lack of operationalization of ethical norms within AI ethics 
frameworks, some researchers have also noted the absence of guidance regarding 
the potential consequences - including legal, compliance, security, and other 
ramifications - of possible ethical deviations resulting from AI decisions (Jobin, 
Ienca and Vayena, 2019; Mittelstadt, 2019; Hagendorff, 2020). 

In conducting a review of literature on the subject, we have identified a 
multitude of documents created by diverse stakeholders, including technology 
industry producers (such as Google, IBM, Microsoft, Amazon, etc.), governments 
(such as those behind the Montreal Declaration, the UK House of Lords Select 
Committee on AI, the European Commission's HLEG European Council, 
UNESCO, OECD, and others), and academic institutions (such as the Future of 
Life Institute, IEEE, AI4People, Japanese Society of AI, Oxford Digital Labs, 
among others). The authors of these documents seek to formalize presented 
principles (Anderson and Anderson, 2021) by proposing normative constraints 
(Turilli, 2007) on what an AI technology can and cannot do in society. 

However, the existent frameworks do not always provide clear directions for 
the practical operationalization of ethical principles at the technical level. 

Furthermore, according to Algorithmwatch.org, in 2019 (see Figure 1), it is 
shown that ethical guidelines for AI did not have enforcement mechanisms.  



EUFIRE 2023 

48 

Source: Algorithm Watch (2023) 

Figure 1. Distribution of the AI ethical frameworks by its issuers

Out of 160 documents presented in the AlgorithmWatch.org database, only 
10 have practical enforcement mechanisms. Both private sector and public sector 
policies are mostly voluntary commitments or general recommendations. 
Surprisingly, the private sector relies largely on voluntary commitments, while 
government actors make recommendations for administrative institutions. Many 
of the AI ethics guidelines contain a wording that minimizes the scope of the 
document, presenting them as proposals. 

A consensus has emerged among academic, industry, and governmental 
stakeholders that the operationalization of AI ethics should serve as a reference 
point for communicating expectations and evaluating the results and effects of AI. 
Nevertheless, challenges remain in this regard. As Hagendorff (2020) notes, 
although nearly all existing AI ethics guidelines propose technical solutions, few 
provide technical explanations. Consequently, AI practitioners may encounter 
difficulties in operationalizing the sometimes-abstract ethical principles at the 
algorithmic level (Calvo and Peters, 2019). The gap between ethical principles 
and their practical implementation is considerable and influenced by factors such 
as complexity, variability, subjectivity, and a lack of standardization, including 
variable interpretation of the "components" of each ethical principle (Alshammari 
and Simpson, 2017). 

Our research underscores the importance of a complete (end-to-end) 
approach when discussing the significance of an ethical framework applicable to 
AI technologies. Research findings (Morley, Elhalal and Garcia, 2021) 
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demonstrate that AI practitioners possess an abstract and relatively narrow 
understanding of ethical principles and how they can be translated into practice. 
This suggests that AI practitioners are primarily motivated to translate ethical 
principles into practice to comply with legislative requirements. As Morley, 
Elhalal and Garcia (2021) note, this appears to be the sole justification for 
investing additional resources in AI product design. Furthermore, legislation in 
this area is not yet consistent and fails to keep pace with changes in social norms 
or attitudes, which can occur quite rapidly (especially in the digital environment). 

Building upon the aforementioned aspects, our research proposes an ethical 
framework applicable to AI technologies that has the capability to operationalize 
and transpose ethical principles from theoretical into the practical implementation 
at the level of AI practitioners. Recent studies (Ayling and Chapman, 2022) 
emphasize the importance of developing/analysing an ethical framework from 
three perspectives: evaluating the impact of the framework, the ability to audit the 
framework, and the availability of technical tools within the framework for 
designing AI ethics. 

There are diverse approaches to what an ethical framework should or should 
not contain, just as there are different prescriptive approaches to what an ethical 
AI technology should mean. For this paper, we considered designing an AI ethical 
framework that should bring added value within a business organization that want 
to implement AI ethical technology. The approach of the ethical design of an AI 
technology centered on added value (for individuals, society, etc.) is not new 
(Stephanidis et al., 2019), but it seems to be a necessary condition for 
operationalizing the ethical principles applicable to AI. 

3. METHODOLOGY 
The research method that was adopted to create the ethical framework we 

propose is illustrated in Figure 2. As a starting point we considered the analysis of 
the existing scientific literature as described above. For that we used PRISMA 
method and that helped us to analyses ethical principles and ethical guidelines 
applicable to AI. Based on this analysis we have identified the VCIO ethical guide 
(Hallensleben et al, 2020) that has a practical description of the implementation 
of ethical principles in AI technologies based on Values, Criteria, Identifiers and 
Observables. One important note is that based on the analysis of other related 
works on ethics, we concluded that, although the VCIO ethics guide makes a step 
forward from the perspective of operationalizing AI ethics, it lacks on technical 
elements related on how ethical principles must be managed at the datasets or AI 
training models level. Thus, we proposed the addition of our vision to complete 
the VCIO ethical framework, aiming to create an ethical framework that addresses 
both the normative aspects of ethical principles and the technical elements specific 
to practical implementation at the level of AI technologies. This first version of 
the ethical framework that we proposed obtained a first scientific validation in the 
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CEUR Proceedings I-ESA 2022 conference (Ciobanu and Me ni , 2022). 
Starting from the obtained feedback, we conducted a series of discussions with AI 
experts and AI practitioners after which we obtained the final version that we 
propose in this research paper. 

Source: self-representation  

Figure 2. Methodology design to identify the proposed AI ethical framework 

3.1 Using PRISMA method to identify the relevant AI ethical frameworks  
The PRIMSA method was used as per Figure 3, to have a more detailed 

picture of other research that addresses a) the ethical issues that can be imposed 
on AI technologies and b) the current state of the practical applicability of existing 
ethical frameworks that facilitate the development, implementation and 
monitoring of AI technologies.  
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Source: self-representation 

Figure 3. The use of PRISMA method to identify the most relevant  
AI ethical frameworks 

This way we have identified that the main challenge of AI ethical frameworks 
are one related to the operationalisation of the ethical principles in practice. At the 
same time, this first methodological approach also highlighted the requirements 
that must be met in order to move from the normative approach to the need for 
ethics in AI to how we achieve the practical implementation of ethical principles 
in an AI technology. Also we identified the VCIO model (Hallensleben and 
Hustdet, 2020) which stands out as a good guide candidate that can (in a first 
phase) translate ethical principles from the perspective of AI applicability.  

3.2 The VCIO AI Ethical model 
The VCIO model is the result of a joint effort of an interdisciplinary group 

of experts called AI Ethics Impact Group (Hallensleben and Hustdet, 2020). By 
comparison with other ethics guidelines studied for this paper, VCIO brings as a 
novelty the need to measure ethical principles according to the field of 
applicability of an AI technology. Prescriptive ethical values, such as transparency 
or non-discrimination, are understood in different ways by different people or 
industries. This leads to uncertainty within organizations developing AI systems, 
while also hampering the work of AI regulators. The lack of specific and verifiable 
principles thus undermines the effectiveness of ethical guidelines.  

The VCIO model highlights four essential components for operationalizing 
and evaluating ethical principles applicable to AI: values, criteria, indicators and 
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observables. Ethical principles are identified as abstracted values (similar to the 
subjectivism specific to the definition of ethical principles). The VCIO model 
framework shows that it is essential to have other components to perform these 
tasks. Thus, the criteria, indicators and observables can be used in defining the 
values that are proposed.  

In order to practically implement AI ethics, the VCIO model comprises 4 
levels (see Figure 4) that allow the operationalization or translation of ethical 
principles from theoretical norms into practical implementation tasks. 

Source: adapted from AI Ethics Group Impact (2020) 

Figure 4. High level functions of the VCIO model

Summarizing, we considered the VCIO model as a starting point for the 
framework we propose, because it can define the requirements necessary to 
achieve a certain value that is identified with ethical principles. From a scientific 
point of view, the model can help operationalize ethical principles by concretizing 
general values and by breaking them down into measurable criteria, indicators and 
observables. On the other hand, there seems to be a lack of argumentation of the 
technical details that should be considered for the translation from a) ethical 
principles defined by values and concretely measured by criteria, indicators and 
observables to b) their implementation at the algorithmic level in the training 
models that are the basis of AI. In the framework we proposed VCIO framework 
could be seen rather as tool or instrument that can be used in the initial phase of 
explaining what an ethical principle should mean for an AI technology. 

Hence, we are suggesting a unified AI ethical framework that includes both 
the methods by which we can translate the ethical values (according to the VCIO 
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model) into the training models, and a detection and updating mechanism once 
ethical deviations are detected in the initial algorithms. 

4. OUR APPROACH FOR AN AI ETHICAL FRAMEWORK FOR 
BUSINESS 
In this section of the research, we will describe the components of the 

proposed ethical framework (v2) applicable to AI technologies implemented in 
business organizations. As a result of the methodological approach detailed in the 
previous section, this framework v2 is an updated version of the framework v1 
(Ciobanu and Me ni , 2022) and brings additions related to the technical control 
elements of the training models, as well as functions related to the decision-
making model related to the ethical aspects relevant to the business, as a result of 
the implementation of AI. (See Figure 5). 

Source: self-representation 

Figure 5. An AI Ethical framework for business organizations 
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The framework is divided into two conceptual sections connected through 
API (Application Programming Interface) systems, through which we suggest a 
holistic approach to operationalizing an AI system that addresses challenges from 
both AI producers and consumers. 

4.1 AI Embedded Ethics By Design (AI EED) 
AI Ethics By Design is not a new concept in the field of AI. A number of 

authors (Dignum, Baldoni, and Baroglio, 2018; Kieslich et al., 2022; Craigon, 
Sacks, and Brewer, 2023) as well as governmental structures (European 
Commission, 2020) bring into debate the need to consider ethical aspects from the 
development phases of AI technologies.  

Our research approaches the need for AI technology to be ethical by design 
from a different perspective. That's why the first component of our ethical 
framework is called Embedded Ethics By Design (AI EED). Our framework 
proposes through the AI EED component that every platform that can run or 
develop AI technologies have capabilities through which developers can train the 
models from the point of view of the ethical principles that must be respected. 

This phase is considered to be a proactive way (of piloting the technology in 
question) that can be implemented by each organization before putting a particular 
AI system into production, taking into account the cultural context, the industry 
in which that AI technology is being implemented, the potential impact as well as 
who are the stakeholders involved in the subsequent management of the 
implemented system. 

4.2 AI Desired Stated Configuration (AI DSC) 
AI DSC is the component by which an AI technology is managed after its 

implementation, ensuring reliability and continuous updating of the underlying 
training models in different contexts with reference to ethical issues. Through the 
AI EED component of the proposed framework, it is possible to define and 
operationalize the ethical principles and values that a technology must incorporate 
at the algorithmic level (from the training model development phase). Post-
implementation in production, an AI technology requires management that allows 
training models to be updated with new "scenarios" or "ethical challenges" that 
the technology can learn from new data obtained. As we showed in the 
Introduction section of this paper, validating the existence of ethics in AI 
technology decisions is not a one-time task or exercise. There is a need to ensure 
an ongoing process to validate, re-validate and refresh an AI technology post 
implementation. Our framework proposes three mechanisms (Monitoring, 
Evaluation, Mitigation) through which AI technologies can be ethically re-
validated and updated once they have been implemented.  
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In the following sections we will focus the functional elements of the AI 
Ethical Validation Model component and the Monitoring component because 
these two are key differentiators for the proposed framework. 

4.3 Functional aspects of the framework for the validation of ethical 
elements in Artificial Intelligence 
In this section of the research, the relational elements of the ethical validation 

framework applicable to Artificial Intelligence will be described at the functional 
level. A series of conceptual definitions are required for a better interpretation of 
each element presented in the two components AI EED and AI DSC of the 
framework (according to Figure 5). 

The AI Ethical Principle (PrinEticIA) - refers to moral values intended to 
help the development, implementation and responsible use of AI technologies.

AI Dasboard Interface (IntAdm IA) - refers to the graphical interface used to 
access the AI technology to be developed and trained. 

Data Set (DS) - refer to categories of data that can be used at the algorithmic 
level in AI development. 

Model Debugging - the training of an AI model trough a set of techniques 
and tools to analyse/interpret the training model from an ethical perspective. 

AI ethical validation model (AI EVM) - represents an analysis and decision 
stage, which includes two elements: model adjustment and a decision aiming to 
validate if an AI can be implemented under optimal conditions in production.

In the below sections we will describe the high-level architecture of the most 
important components of our frameworks, namely: the DataSet, the AI Ethical 
Validation model and the AI DSC Monitoring component. There are other 
functional elements in the framework that will be further described in future 
research papers. 

4.3.1 The importance of DataSets for an AI ethical technology 
The data set used to train the AI technology is a basic element, crucial to 

achieve the initially defined or anticipated ethical effects. Ideally, the data set 
should contain information as relevant as possible to the field in which the AI 
technology will be applied. Thus, it is extremely important that the data and data 
sources used by companies that want to implement AI technologies are analysed 
and verified to exclude possible ethical inconsistencies or biases that already exist 
at the data level. 

Within the Figure 6 we are suggesting a method that is proposed by our 
framework and can be used to ethically identify and prepare data that is ingested 
in AI solutions. 
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Source: self-representation 

Figure 6. Ingesting data in AI models while applying the ethical validation model

The process described in Figure 6 should be approached as a series of cyclical 
and interconnected activities and not as single-execution tasks to move to the next 
stage. For example, in the process of ethical training of the model, the lack of a 
certain category of data can be identified, which can lead to the identification of 
other sources of data to be prepared, classified, etc. 

4.3.2 The AI ethical validation model of the proposed framework
Once the training model associated with the AI technology to be 

developed/implemented is created, an ethical evaluation of it is proposed in 
relation to the ethical principles defined by VCIO. This step is part of the AI EED 
component and is essential in ethically testing and validating AI technology before 
it is deployed in production. This stage in the framework proposes the creation of 
a process of ethical adjustment of the model (model debugging) whose results are 
correlated with a decision aimed at the initially defining ethical principles from 
the perspective of business objectives. 

The ethical adjustment of the model (model debugging) consists in the use of 
those techniques that validate from a technical and functional point of view the 
decision-making mode of the AI technology. The framework proposes a list of 
open-source techniques already used by the industry (see Microsoft Responsible 
AI Dashboard) for the ethical validation of the training model. The list is not 
exhaustive and can always be adjusted according to the specific needs of the type 
of AI and its applicability. 

In Figure 7 there’s a schematic approach to the main stages within AI EVM 
that aim to train the AI model from an ethical point of view in order to implement 
AI technology in production at the level of business processes. 
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YES

NO

Re-Train AI model via 
IntAdmIA

Source: Self-representation

Figure 7. Schematic approach to ethical validation in AI training model 
development

In the schema above, we represent a process of ethical validation at the level 
of development and testing of an AI training model, as follows: 

Step 1 - Identify and define the ethical principle according to the VCIO 
model;

Step 2 - The relevant data sets are established; 
Step 3 - The training model is built based on the identified data; 
Step 4 - The training model will be ethically adjusted (if necessary); 
Step 5 - Following the adjustment from step 4, the obtained input will be 

used, which will be correlated with the business-specific requirements. Then, a 
decision will be made to implement the AI in production. 

Step 6 - If the decision is YES, the ethical validity of the training model is 
compliant with the business requirements, the AI technology will be implemented 
in production. 

Step 7 - If the decision is NO, the training model is not considered ethical 
from the point of view of the business requirements, it goes back to step 3 to re-
train it. 

Between Step 4 and Step 5 there can be a two-way relationship in which AI 
practitioners technically test the model through the specific methods, 
communicate the results to the decision makers, so that they can propose new test 
scenarios based on specific business requirements.  

4.3.3 The monitoring components of the AI ethical framework 
Training models can certainly be tested a priori, using specific statistical and 

probabilistic methods, before they are released into production. However, the 
framework emphasizes the importance of monitoring and evaluation during the 



EUFIRE 2023 

58 

use of AI. This mode has two major advantages: analytical reporting and 
traceability of possible ethical anomalies detection.  

The framework, through the AI DSC component proposes an approach based 
on logical deductive reasoning for continuous ethical monitoring. In Figure 8 we 
propose the rational approach which is based on input vs output descriptive 
processes.

Source: Self-representation 

Figure 8. The mechanism for detecting possible ethical anomalies  
post-implementation AI

Thus, a mechanism based on logical reasoning is proposed that starts from 
the following premises: 

1. Need for a Human input to generate ethical principle(s) applicable to AI. 
Output will be a semantic model (definition of an ethical principle as per 
VCIO). 

2. Translate from the semantic model to the logical, mathematical or 
statistical model, depending on the type of AI desired. Need for Data input
to generate the basic AI training model. This process aims to obtain a 
statistical representation output (based on the initial relevant data sets). 
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3. AI ethical training and validation. Input is Data type, but by applying 
ethical training methods, the aim is to generate inferences based on 
deductions, after which a prediction-type output can result. These 
predictions are defined in the monitoring part of the framework as samples 
(P). Evidence is basically the sum of the predictions or decisions that are 
expected from an AI technology in relation to an initially defined scenario 
or ethical principle. Following the ethical training of the AI model will 
therefore result a sample that will contain predictions obtained through 
semantic, mathematical and statistical modeling that can be defined as 
logarithmic functions. As such, at this stage we will have predictions that 
can be defined logarithmically as F(x). This will be the sample that will 
work as a reference for the training model implemented in production. 

Following the production deployment process, depending on new data or 
unanticipated scenarios during the training phase, the AI training model may make 
decisions and provide predictions that do not align with the reference sample F(x).
In this case, a new sample of predictions will be deduced and mathematically 
defined F(x)`. Thus, the framework practically proposes the continuous 
monitoring and evaluation of the ratio between F(x) and F(x)` and the following 
assumptions:

I1 - If F(x) = F(x)`  N (normal and expected AI ethical behavior) 

the behavior of the AI model and technology in production is ethically 
normal and no mitigation/adjustment is required. The originally trained 
ethical validity is practically confirmed. 

I2 – If F(x)  F(x)`  Pn 

meaning there is a discrepancy between the expected predictions (initial 
sample) and the sample obtained in production (the new predictions), 
thus resulting in a new sample (Pn), which practically represents an 
potential ethical anomaly. 

It should be noted that Pn will contain new data and information that formed 
the basis of the unexpected prediction. In this case I2 should be tested by re-
analyzing the data (including exploring any new data presented to the AI that led 
to the ethical anomaly). In order to validate I2, the ethical training methods 
established in AI EVM will be repeated to determine the cause of the anomaly. 
As such, the mitigation or adjustment process will begin, the framework proposing 
a mechanism for assimilating the new data and information that caused the ethical 
anomaly. It should be stated that there is also the possibility that a deviation is 
identified, but this is not necessarily an ethical anomaly. That is precisely why the 
framework's recommendation is to create a new customized data set (DataLake
type) to retain the new data and only the ethically relevant ones to be re-
assimilated into the initial training models. In this way, a separation will be 
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achieved between ethically relevant data for AI models and advisory data but 
without ethical relevance or impact. 

5. CONCLUSIONS 
This research paper aimed to address the question of how to establish a 

functional framework to ensure that AI technologies deployed in business 
environments make ethical decisions and produce ethical outcomes. The paper 
proposed an operational and comprehensive framework that can be used to 
validate the compliance of AI with ethical principles throughout its life cycle, 
from development to implementation and post-implementation in production. 
While the scientific literature contains numerous frameworks for the ethical 
validation of AI, most of them have limited practical operationalization of ethical 
principles in AI technologies. 

The proposed framework offers an operational normalization that can 
translate ethical principles into a logarithmic level for practical implementation in 
AI technologies. The framework also emphasizes the traceability of the ethical 
validation process at the level of AI technologies, with two interoperable 
components AI EED and AI DSC that enable control over ethical principles from 
the perspective of business objectives and in the implementation and post-
implementation phase of AI. 

The proposed framework offers visibility and control over ethical validation, 
which is useful in situations such as computer audits. Additionally, the 
development of a national/international AI ethical control body that uses the 
proposed framework as a tool for verifying ethical norms applied in AI could be 
a direction for further development. 

Lastly, the AI DSC monitoring and detection component of the framework 
also has an analytical role in providing specific information for businesses on the 
use of the implemented AI solution, the impact of ethical violations, and the 
degree of prediction of AI. This information can lead to a strategic advantage that 
improves the relationship between business, technology, and added value, with 
positive social impact. Overall, the proposed framework provides a valuable tool 
for ethical validation of AI technologies in business environments. 
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