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Abstract
Phishing attacks pose a significant threat to individuals and organizations, and their 
accurate and effective detection is crucial to preventing data breaches and financial 
losses. With the increasing use of email as a communication channel, phishing attacks 
have become more widespread and sophisticated. Our study addresses the use of machine 
learning-based models to detect phishing emails by analyzing the text of the message. A 
characteristic of the study is given by the fact that it uses a dataset composed of private 
emails in Romanian, obtained from public institutions in the field of health. Since the 
models were applied to the text, natural language processing techniques specific to the 
Romanian language were used to extract the features. The results obtained highlighted 
that some models outperform others in terms of accuracy, underlining the importance of 
choosing a machine learning approach for phishing detection in a given language. The 
conclusions of this study can support research for the development of effective phishing 
detection tools for Romanian-speaking users and organizations.
Keywords: phishing detection; machine learning; healthcare; Romania. 
JEL Classification: O310. 

1. INTRODUCTION
Technologies are always and constantly advancing with the aim of improving

some social or economic aspects. At the same time, the digitalization of society 
has created an increasing dependence on technology. Organizations in the health 
field, and not only, have greatly benefited from this technological advance. And 
they rely on a backbone of connected computing infrastructures and mobile 
medical devices that use patient-oriented technologies. In addition, healthcare 
professionals rely on electronic medical records, computer-controlled medical 



EUFIRE 2023 

152 

devices, complex medical imaging platforms, and a multitude of other tools to 
support the current standard of care. 

Although technological advances are visible and tangible, new vulnerabilities 
and threats, both physical/psychological and cyber, are periodically identified 
with an impact in the health field. Thus, the last period was marked by a pandemic 
threat, which, in addition impose some social and professional changes, such as 
telework, movement or socialization restrictions, put a high pressure on the digital 
infrastructure. And these changes, combined with the geopolitical changes that 
generate a constant dose of mistrust, , have led to the creation of a continuous 
insecurity condition. The insecurity is the main factor to threats manifestation, 
some of which are even cybercrimes. 

Against this background of insecurity, prevention, mitigation, emergency 
management and disaster recovery are important responsibilities in most fields, 
especially in health. And the high degree of dependence of the health system on 
technology presents a new and important challenge for doctors, experts and 
decision makers. 

Healthcare organizations are currently considered some of the most 
vulnerable when it comes to cyber threats. According to a report by the Ponemon 
Institute (Ponemon Institute, 2022), the estimated average cost of a data breach in 
the healthcare sector is $4.82 million. Furthermore, a report by IBM X-Force 
(IBM, 2023) found that healthcare organizations were among the top targets for 
cyberattacks in the period 2020-2022, with a percentage that varied between 6.6% 
and 5.8%. 

One of the main reasons of medical organizations vulnerabilities to 
cyberthreats is the large amount of sensitive information managed by these, such 
as patient medical records, which can be sold on the dark web at a high price 
(Davis, 2021). Additionally, they are often targeted by hackers as they may have 
weaker security systems than other industries and users may be more prone to 
phishing attacks. 

The healthcare industry faces several challenges when it comes to 
cybersecurity. One of the main challenges is the complexity of the systems and 
infrastructure used by healthcare organizations. Systems often rely on a wide 
range of devices and technologies, including medical devices, electronic health 
records and mobile devices. This complexity makes it difficult to implement 
comprehensive cybersecurity measures (HIMSS, 2023). 

Another challenge is the lack of cybersecurity professionals. In 2022, a 
cybersecurity workforce study (ISC2, 2022), found that there is currently a deficit 
of 3.4 million skilled cybersecurity professionals globally. And all this only turns 
the organizations in the mentioned field into a continuous target of cyberattacks. 
In fact, according to a study, the attacks, carried out in 2021, on organizations in 
the medical field in the USA led to the compromise of more than 40 million patient 
files (Jercich, 2021). 
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Practically, with technological development it has become almost impossible 
to eliminate security risks for modern information systems Given the many 
challenges posed by new ways of conducting cyberattacks, statistical data 
analysis, natural language processing and Machine Learning (ML) are 
increasingly used techniques in cyber security and data privacy challenges. (Ali et 
al., 2020). Thus, identifying a way to recognize and obtain relevant information 
for integration into data sets that can be used in empirical analysis or probability 
theory (Makawana and Jhaveri, 2018) has become a major utility for cybersecurity 
systems.

The purpose of this study is to identify the optim ML model in the Supervised 
Learning category, that can be used to detect email messages in the phishing 
category. The choice to detect phishing attacks is given both by their constantly 
growing percentage and by the fact that it represents the most common method 
used for unauthorized access. The novelty of the solution is given by the fact that 
the dataset used will contain characteristics extracted from the subject and the text 
of the message, which will be in Romanian. 

The methodological approach is quantitative/experimental by exposing the 
way to apply Machine Learning algorithms, presenting the activities performed 
and analysing the results. 

In this sense, chapter 2 aims to expose the importance of detecting attacks in 
the phishing category, considering the role they play in supporting other types of 
attacks, respectively their effects. 

In chapter 3, we will consider the identification of an optimal solution for the 
application of ML to detect phishing attacks through email messages, by applying 
a methodology that requires a combination of data collection and pre-processing, 
selection of features, respectively training and evaluation of some models. 

2. CYBERATTACKS, THREATS THAT CONTINUE TO EXCEED 
VIRTUAL BOUNDARIES  
Cyberattacks are those activities carried out by malicious individuals or 

groups, through the use of computer systems, which aim to disrupt, damage or 
gain unauthorized access to a target system or network. These can take many 
forms, including malware/ransomware infections, phishing scams, denial-of-
service attacks, and more. 

According to a report issued by ENISA, in 2022 (ENISA, 2022), the main 
threats identified at European level, to cyber security, were the following: 

1. Ransomware – a threat in which certain situations are encrypted and an 
organization's data is exfiltrated, and a payment is requested to restore access. 

2. Malware – threat represented by software or firmware designed 
specifically to perform unauthorized activities that negatively impact the 
confidentiality, integrity, or availability of a system. 
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3. Social Engineering threats – threats that exploit the weak points of the 
human psyche and everyday habits rather than the technical vulnerabilities of 
information systems. 

4. Threats against data – threats that allow the exfiltration of important and 
protected data, being on an upward trend, because one of the main targets for 
attackers is to access sensitive data for negative reasons like ransom, defamation, 
extortion, disinformation, etc. 

5. Threats against availability and integrity – Availability and integrity are 
the target of a multitude of threats and attacks, among which Denial of Service 
(DoS) and Web Attacks stand out. 

6. Disinformation / Misinformation – Disinformation campaigns by 
spreading false or partially false information are on the rise. They are supported 
by the increased use of social media platforms and online media, as well as the 
increase in people's online presence. They are used in hybrid attacks to reduce the 
overall perception of trust, a major enabler of cybersecurity. 

7. Supply-chain attacks – Threats representing a combination of at least two 
attacks. The first attack is on a digital service/product provider which is then used 
to attack the targeted target(s) in order to gain access to internal resources. 

Additionally, the SOPHOS report for the year 2022 (Sophos, 2022) 
reinforces the fact that among the main threats remain Ransomware/Malware and 
e-mail related threats, but draws attention to the fact that there is an upward trend 
aimed at IoT and AI.

According to different studies in the area of cyber security, a cyberattack is 
carried out in several stages. Their number varies between 5 (Goedegebure, 2017), 
6 (PaloAlto, 2023) and 7 (Lockheed Martin, 2023) and even 14 (Jackson, 2022). 
In this sense it can be generalized that an attack consists of the main important 
steps: Recognition, Scanning, Gaining Access, Maintaining Access and 
Concealing unauthorized presence. 

An analysis of these stages reveals that they begin with the Recognition stage, 
during which the available information about the target system is collected. Later, 
the information obtained is used to initiate the actual attack in the next stage, 
where we encounter various types of attacks, the most prevalent being through 
phishing campaigns. 

Phishing, a tool for exploiting human vulnerability 
Phishing is a type of cyberattack in which hackers or cybercriminals try to 

trick people into revealing sensitive information, such as personal data, login 
credentials or financial information. Phishing attacks can be conducted via email, 
text messages, social media or other communication channels. 

Phishing attacks often involve creating fake websites or login pages that 
mimic legitimate websites or services. For example, a phishing email may appear 
to come from a bank or social media platform and contain a link to a fake login 
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page that looks like the real thing. When the victim enters their credentials, the 
information is sent to the attacker, who can then use it for malicious purposes 
(FTC, 2022). 

Phishing attacks can also involve the use of social engineering techniques, 
such as creating a sense of urgency or fear in the victim, to increase the likelihood 
that they will divulge sensitive information (Porter, 2021). For example, a 
phishing email may claim that the victim's account has been compromised and 
that they must change their password immediately or risk losing access to their 
account.

Phishing has become one of the most common cyber threats overall, with 
81% of organizations affected in 2022 (Jones, 2023), and healthcare organizations 
are no exception. Phishing can range from mass email campaigns designed to get 
recipients to reveal their passwords or access malicious applications delivered in 
the form of seemingly legitimate documents, to highly targeted campaigns 
designed to get invoice payments false. 

A 2022 study (Ell and Gallucci, 2022) found that 26% of organizations 
experienced a "significant" increase in the number of email threats in 2021, and 
of these, 88% were victims of ransomware. Also, at least one business email has 
been compromised in 92% of organizations, and 93% have experienced data 
breaches due to negligence or compromised employee credentials. According to 
other studies, during the peak period of the COVID-19 pandemic, phishing attacks 
increased by 220% (Warburton, 2020) and as a result of the Russian-Ukrainian 
conflict, an intensification of phishing attacks targeting organizations was 
identified from NATO member countries (Huntley, 2023). Moreover, in 2022, 
48.63% of all emails globally were spam, an increase of 3 percent compared to 
2021, when only 45.56% of emails sent were spam (Kulikova et al., 2023). 

Traditional phishing detection approaches rely on predefined rules and 
heuristics. These approaches are effective, but they are not scalable and cannot 
detect new and complex attacks. Machine Learning (ML) has become an 
innovative way with high possibilities for detecting phishing attacks. ML models 
can learn from data and detect previously unseen attacks, making them an 
effective solution to the problem. 

The key to successfully detecting phishing is to identify tentative attacks 
before they become real. ML models can identify tentative attacks based on 
features such as email sender, subject line, body content, and URL. 

The key to successfully detecting a cyberattack is to identify tentative attacks 
like phishing before they become real. Machine Learning (ML) models can be 
successfully used to identify phishing attacks based on features such as email 
sender, subject line, body content, and URL. 
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3. ML-BASED SOLUTION FOR IDENTIFYING PHISHING EMAIL 
MESSAGES  
Phishing detection can be approached using various ML techniques, 

including sentiment analysis, content analysis, and sender and URL analysis. 
In general, detection of phishing emails can be done by two main types of 

methods: black/white list and ML. The first uses a predefined list of phishing or 
legitimate addresses that are compared to indicators in the received email, such as 
the sender's email address or IP address. Depending on the degree of data 
matching and the list used, the phishing email is rejected before reaching the email 
server (Khonji, Iraqi and Jones, 2013; Gupta, Arachchilage and Psannis, 2018). In 
general, the blacklisting method has a low false positive rate. However, the 
method depends on recipients reporting phishing emails (Fang et al., 2019). On 
the same note, automatic whitelisting is also up to the user to create a collection 
of legitimate addresses. Whitelisting can be used to prevent phishing emails, but 
it is not effective enough to detect all phishing attacks due to the high percentage 
of false negatives (Jain and Gupta, 2019). Regardless of the list type, they do not 
provide security against zero-day attacks, as the details of new email addresses or 
URLs cannot be known. 

Alternatively, ML can streamline the automated detection of phishing emails 
through various methods. In this sense, two methods for improving the classifier 
have been proposed in studies in the field (Toolan and Carthy, 2010): 

1) testing and evaluating multiple ML models; 
2) improving the classifier by focusing on feature selection from the dataset. 
This article proposes a solution for detecting phishing e-mail messages 

targeting medical organizations in Romania. In the development of the solution, 
the Python programming language was used together with specific ML libraries 
(pandas, scikit-learn, numpy etc.) and the following stages were completed: 

1. Data collection and preparation: In this step, the data is obtained and 
prepared for use by the ML models. 

2. Feature extraction: This step consists in extracting the relevant features for 
running the ML models. During this stage, necessary actions such as 
dimensionality reduction or feature scaling are carried out 

3. Model selection and training: Involves choosing an ML model and 
applying it to previously extracted features. 

4. Model evaluation: After the training stage, the model is tested on a separate 
data set and evaluated in terms of performance. 

3.1. Data collection and preparation 
Currently, for the training and evaluation of ML models, datasets containing 

features extracted from email messages from the phishing category are available. 
But the messages come from various sectors of activity and are in English, which 
is why we considered the possibility that the phishing messages aimed at the 
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health field in Romania present certain specific characteristics. Thus, 292 raw 
phishing e-mails collected between 2020 and 2023 from 3 healthcare 
organizations were processed in a dataset. These represent only the messages that 
were not detected by the primary security solutions implemented by the respective 
institutions, in their own email servers. For the legitimate part of the data set, 208 
messages collected from the 3 health organizations in Romania were used. The 
data were made available for research purposes only, not being public. 

Therefore, in total, the dataset contains 440 emails, and of these, 47% are 
legitimate. To go through all the email files of type “.eml” and extract the features, 
the Python library, “email” was used. From all the available data, only those 
containing the subject and the message were extracted. Thus, those that contained 
details on email addresses or details on attached files were discarded because they 
are not relevant for the following reasons: 

- An email address may contain truthful details as a sign of the existence of 
spoofing tools. 

- If the same email address is used, it will be blacklisted at some point. 
- The details of the attached files are relevant only by knowing the hash, an 

aspect that would require downloading it and implicitly the possibility of 
system vulnerability. 

The dataset consists of features grouped into a text variable and represents 
word lists specific to each message and a label variable, for Supervised Learning 
models, indicating whether the email is phishing („Phish”) or legitimate 
(„NonPhish”).

3.2. Features extraction 
The features represent a list of the most frequent terms, extracted from 

phishing and legitimate emails, the selection of which has been widely applied in 
the data-mining literature. A series of steps were followed to construct the 
phishing dataset, described below. 

The first step consisted of grouping the messages into two categories: 
phishing and legitimate. Each category was parsed and only the information 
contained in the subject and body of the email was extracted. Later, from the 
extracted data, tags and html elements, URLs, were removed, because they can be 
used by other phishing detection models that consider their examination, 
respectively "stop words". "Stop words" represent a list of words that are filtered 
out before or after processing natural language (text) data because they are 
meaningless (Rajaraman and Ullman, 2011). For this action, the Python library, 
NLTK's stop words corpus, was used, because it contains "stop words" in 
Romanian as well. 

 Finally, we used TF-IDF (Term Frequency Inverse Document Frequency) 
from scikit-learn library for Python. This tool finds the most frequent terms that 
appear in the corpus. It calculates the number of times a word appears in a 
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document multiplied by a (monotonic) function of the inverse of the number of 
documents in which the word appears. A higher weight is given to the terms that 
appear often in a document and do not appear in many documents (Berry, 2004). 

3.3. Model selection and training 
After preparing the data set, the following algorithms from the Supervised 

Learning category were applied to it: Logistic Regression, Multinomial Naive 
Bayes, Random Forest, Decision Tree Classifier, Support Vector Classifier, K-
Neighbors Classifier, MLP Classifier, Neural Networks, Gradient Boosting and 
Add Boost. 

a) Logistic Regression: It is a linear model used for binary classification 
tasks. It works by estimating the probability of an email being phishing based on 
a set of input features. It is simple to implement, interpretable, and can handle 
large datasets (Cunningham, Cord and Delany, 2008). 

b) Multinomial Naive Bayes: Represents a probabilistic model, used often for 
text classification tasks. It works by estimating the probability of an email being 
phishing or legitimate based on the occurrence of words or phrases in the email. 
It is simple to implement, computationally efficient, and can handle large datasets 
(Cunningham, Cord and Delany, 2008). 

c) Random Forest: It is an ensemble model used for classification and regression 
tasks. It builds a large number of decision trees and combine their predictions to obtain 
a more accurate and robust final prediction. It is less prone to overfitting than decision 
trees and can handle high-dimensional data (Nasteski, 2017). 

d) Decision Tree Classifier: It is a tree-based model that is used for 
classification tasks. It works by partitioning the feature space into smaller regions 
based on the input features and making decisions based on the majority class in 
each region. It is interpretable and can handle both categorical and numerical data 
(Cunningham, Cord and Delany, 2008). 

e) Support Vector Classifier: It is a model that is used for binary classification 
tasks. It works by finding a hyperplane that maximally separates the two classes 
in the feature space. It is effective in high-dimensional spaces and can handle 
nonlinear decision boundaries (Nasteski, 2017). 

f) K-Neighbors Classifier: It is a lazy learning model that is used for 
classification tasks. It works by finding the k nearest neighbors to a new data point 
in the feature space and making a prediction based on the majority class of the 
neighbors. It is simple to implement and can handle both categorical and 
numerical data (Nasteski, 2017). 

g) MLP Classifier: It is a neural network model that is used for classification 
tasks. It works by learning a nonlinear function that maps the input features to the 
output classes. It is effective in high-dimensional spaces and can handle nonlinear 
decision boundaries (Windeatt, 2008). 
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h) Neural Networks: It is a deep learning model that is used for both 
classification and regression tasks. It works by learning a hierarchy of nonlinear 
features from the input data and making predictions based on the learned features. 
It is effective in high-dimensional spaces and can handle complex data (Freeman 
and Skapura, 1991). 

i) Gradient Boosting: It is an ensemble model that is used for classification 
and regression tasks. It works by building an ensemble of weak prediction models 
and combining their predictions to form a more accurate and robust final 
prediction. It is less prone to overfitting than other ensemble models and can 
handle high-dimensional data. 

j) Ada Boost: It is an ensemble model like Gradient Boosting and works by 
building an ensemble of weak prediction models and adjusting their weights to 
focus on misclassified examples. It is less prone to overfitting than other ensemble 
models and can handle complex data (Bahad and Saxena, 2020). 

The algorithms were applied on 5 randomly generated training sets. The 
results are presented in (Table 1) together with the value of the confusion matrix 
indicators (TN-True Negative; FP-False Positive; FN- False Negative; TP- True 
Positive;). It should be noted that the results are related to the confusion matrix 
indicators and represent the following: 

1. Precision: This metric measures the proportion of true positive predictions 
out of all positive predictions. It is useful when the cost of false positives is high. 
The formula for calculating Precision is: TP / (TP + FP). 

2. Recall: This metric measures the proportion of true positive predictions 
out of all actual positives. It is useful when the cost of false negatives is high. The 
formula for calculating Recall is: TP / (TP + FN). 

3. F1 Score: This is the harmonic mean of precision and recall, and provides 
a balanced measure between the two metrics. The formula for calculating F1 Score 
is: 2 * (Precision * Recall) / (Precision + Recall). 

4. Accuracy: This metric measures the proportion of correctly classified 
instances out of all instances. It is a simple and commonly used metric, but can be 
misleading if the data is imbalanced. The formula for calculating Accuracy is: (TP 
+ TN) / (TP + TN + FP + FN). 

Table 1. The results of applying ML models  

Model Training set Precision Recall F1-score TN FP FN TP Accuracy 

L
og

is
ti

c
R

eg
re

ss
io

n 1 0.89 0.78 0.83 63 6 14 49 0.8485 

2 0.81 0.92 0.86 55 14 5 58 0.8561 

3 0.77 0.95 0.85 51 18 3 60 0.8409 

4 0.75 0.95 0.84 49 20 3 60 0.8258 
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Model Training set Precision Recall F1-score TN FP FN TP Accuracy 

5 0.89 0.78 0.83 63 6 14 49 0.8485 

M
ul

tin
om

ia
l N

ai
ve

 
B

ay
es

 

1 0.86 0.87 0.87 60 9 8 55 0.8712 

2 0.78 0.95 0.86 52 17 3 60 0.8485 

3 0.8 0.95 0.87 54 15 3 60 0.8636 

4 0.73 0.95 0.83 47 22 3 60 0.8106 

5 0.86 0.87 0.87 60 9 8 55 0.8712 

R
an

do
m

 F
or

es
t 1 0.89 0.81 0.85 63 6 12 51 0.8636 

2 0.81 0.95 0.88 55 14 3 60 0.8712 

3 0.76 0.97 0.85 50 19 2 61 0.8409 

4 0.74 0.95 0.83 48 21 3 60 0.8182 

5 0.88 0.79 0.83 62 7 13 50 0.8485 

D
ec

is
io

n 
T

re
e 

C
la

ss
if

ie
r

1 0.75 0.79 0.77 52 17 13 50 0.7727 

2 0.82 0.78 0.8 58 11 14 49 0.8106 

3 0.86 0.79 0.83 61 8 13 50 0.8409 

4 0.82 0.79 0.81 58 11 13 50 0.8182 

5 0.76 0.89 0.82 51 18 7 56 0.8106 

Su
pp

or
t V

ec
to

r 
C

la
ss

if
ie

r

1 0.91 0.79 0.85 64 5 13 50 0.8636 

2 0.88 0.89 0.88 61 8 7 56 0.8864 

3 0.77 0.95 0.85 51 18 3 60 0.8409 

4 0.77 0.94 0.84 51 18 4 59 0.8333 

5 0.94 0.81 0.87 66 3 12 51 0.8864 

K
-N

ei
gh

bo
rs

 
C

la
ss

if
ie

r

1 0.83 0.87 0.85 58 11 8 55 0.8561 

2 0.78 0.89 0.83 53 16 7 56 0.8258 

3 0.79 0.84 0.82 55 14 10 53 0.8182 

4 0.78 0.89 0.83 53 16 7 56 0.8258 

5 0.82 0.89 0.85 57 12 7 56 0.8561 

M
L

P
 C

la
ss

if
ie

r 1 0.86 0.87 0.87 60 9 8 55 0.8712 

2 0.83 0.87 0.85 58 11 8 55 0.8561 

3 0.84 0.89 0.86 58 11 7 56 0.8636 

4 0.8 0.89 0.84 55 14 7 56 0.8409 

5 0.87 0.84 0.85 61 8 10 53 0.8636 
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Model Training set Precision Recall F1-score TN FP FN TP Accuracy 

N
eu

ra
l N

et
w

or
ks

 

1 0.87 0.87 0.87 61 8 8 55 0.8788 

2 0.82 0.87 0.85 57 12 8 55 0.8485 

3 0.81 0.9 0.86 56 13 6 57 0.8561 

4 0.81 0.89 0.85 56 13 7 56 0.8485 

5 0.87 0.87 0.87 61 8 8 55 0.8788 

G
ra

di
en

t B
oo

st
in

g 

1 0.82 0.81 0.82 58 11 12 51 0.8258 

2 0.87 0.83 0.85 61 8 11 52 0.8561 

3 0.87 0.87 0.87 61 8 8 55 0.8788 

4 0.84 0.83 0.83 59 10 11 52 0.8409 

5 0.83 0.83 0.83 58 11 11 52 0.8333 

A
da

 B
oo

st
in

g 1 0.88 0.83 0.85 62 7 11 52 0.8636 

2 0.8 0.83 0.81 56 13 11 52 0.8182 

3 0.84 0.81 0.82 59 10 12 51 0.8333 

4 0.85 0.81 0.83 60 9 12 51 0.8409 

5 0.92 0.86 0.89 64 5 9 54 0.8939 

Source: self-representation 

3.4. Model evaluation 
For the evaluation of the effectiveness of a classifier are commonly used two 

methods: the holdout method and the k-fold cross-validation method (Rithchie, 
2018).  

In a holdout split, the classifier is evaluated by computing the error rate. The 
error rate is calculated by comparing the predicted labels to the true labels in the 
validation set. The error rate is typically defined as the number of incorrect 
predictions divided by the total number of predictions.  

In the k-fold cross-validation method the data is split into k-folds. Each fold 
is a subset of the data that will be used as the validation set for one iteration of the 
cross-validation process. The classifier is evaluated by the average performance 
of model across all k-folds

In this study were used both methods, for the evaluation. For the tested 
models, 70% of the data was used for training (308 rows), while 30% for testing 
(132 rows). 

Moreover, the cross-validation method was used, dividing the data set into 5 
groups. The model is trained 5 times, with different test set, the results obtained 
for each set being those in (Table 1). 
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In the case of the evaluation by the holdout method, the results obtained are 
those from (Table 2), the graphic representation being in (Figure 1). According to 
them, the highest percentage of accuracy and implicit detection of phishing email 
messages is obtained by Neural Networks (87.88%), followed by MLP Classifier 
and Multinomial Naïve Bayes, both with a percentage of 87.12%. Also, as 
expected, Neural Networks has lower error rate (12.12%) 

Table 2. Holdout evaluation 

Model Precision Recall F1-score Accuracy Err rate 
Ada Boosting 0.8800 0.8300 0.8500 0.8636 0.1364 
Decision Tree Classifier 0.7500 0.7900 0.7700 0.7727 0.2273 
Gradient Boosting 0.8200 0.8100 0.8200 0.8258 0.1742 
K-Neighbors Classifier 0.8300 0.8700 0.8500 0.8561 0.1439 
Logistic Regression 0.8900 0.7800 0.8300 0.8485 0.1515 
MLP Classifier 0.8600 0.8700 0.8700 0.8712 0.1288 
Multinomial Naive 
Bayes 0.8600 0.8700 0.8700 0.8712 0.1288 
Neural Networks 0.8700 0.8700 0.8700 0.8788 0.1212 
Random Forest 0.8900 0.8100 0.8500 0.8636 0.1364 
Support Vector 
Classifier 0.9100 0.7900 0.8500 0.8636 0.1364 

Source: self-representation 

Source: self-representation 

Figure 1. Graphical representation of accuracy and f1-score  
for holdout evaluation 
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In the case of the evaluation by the k-fold method, the results obtained are 
those in (Table 3), the graphic representation being in (Figure 2). According to 
them, the highest percentage of accuracy and implicit detection of phishing email 
messages is obtained by Suport Vector Classifier and Neural Networks, both with 
86.21%.

Table 3. K-fold cross validation evaluation 

Model: Precision Recall F1-score Accuracy 
Ada Boosting 0.8553 0.8254 0.8401 0.8500 
Decision Tree Classifier 0.7969 0.8095 0.8031 0.8106 
Gradient Boosting 0.8452 0.8317 0.8384 0.8470 
K-Neighbors Classifier 0.8000 0.8762 0.8364 0.8364 
Logistic Regression 0.8118 0.8762 0.8427 0.8439 
MLP Classifier 0.8384 0.8730 0.8554 0.8591 
Multinomial Naive Bayes 0.8011 0.9206 0.8567 0.8530 
Neural Networks 0.8373 0.8825 0.8594 0.8621 
Random Forest 0.8080 0.8952 0.8494 0.8485 
Support Vector Classifier 0.8415 0.8762 0.8585 0.8621 

Source: self-representation 

Source: self-representation 

Figure 2. Graphical representation of accuracy and f1-score for k-fold cross-
validation evaluation 

Based on achieved results, the Neural Networks model can be proposed, as a 
possible solution for detecting phishing e-mail messages written in Romanian and 
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aimed at health organizations. However, the accuracy percentage obtained, below 
90%, reveals the need to continue the study by extracting other characteristics, 
namely the identification of terms specific to this type of message, in order to 
increase the robustness of the cyber security solution. 

4. CONCLUSIONS 
Email phishing attacks are one of the fastest growing cybercrimes, targeting 

both organizations and individuals. Also, according to estimates, annual losses are 
in the order of billions of dollars. The methods by which these attacks are carried 
out change rapidly, also depending on the level of knowledge of the attacker. 
Thus, to compete with human intelligence, a perfect or at least perfectible solution 
is given by the application of ML models. 

The main goal of this study is to propose a possible solution for increasing 
the level of performance and accuracy of the classification and detection of 
phishing e-mails written in Romanian. Within it, the results of the classification 
models for the detection of phishing e-mails in Romanian were examined, using 
natural language processing tools and supervised learning models. 

The solution highlights the importance of examining text features in the email 
message as it represents a new research direction in email phishing detection. 

The neural networks model that achieved the highest percentage of accuracy 
reveals that in the analysis of texts should be approached models from the category 
artificial neural networks. Also, given that the research is an early one, it will be 
necessary to approach some models of deep learning to identify phishing attacks 
in the text of the messages written in Romanian. There is a possibility that this 
research is among the first, to our knowledge, that examined and compared several 
models for detecting phishing in an e-mail with content in Romanian. This will 
lead to more investigations into detecting phishing in text, whether in emails, 
social media messages or even malicious websites. 

Moreover, the proposed solution is an early one and can be improved by 
diversifying the features, in order to increase the accuracy for detecting phishing 
attacks. Thus, the aim is to increase the efficiency in detecting unknown or zero-
day attacks. 

Future research directions will aim to improve the solution by applying the 
models to different types of characteristics extracted from the message text, 
respectively the identification of hybrid models with a high degree of accuracy in 
identifying this type of attack. 
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