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Abstract 
This paper describes the effects of using a tool capable of automatically removing 
DK/NA (Do Not Know/No Answer) values from some tabular datasets. For these values, 
the original encoding performed by some providers of significant survey datasets (e.g., 
SHARE, WVS, etc.) is as negative numbers. To leave them as are means to accept an 
artificial increase of scales. Or that translates into dramatic changes in feature 
selection, exploration tasks, and performance measurements of the resulting models. The 
tool discussed in this paper helps avoid manually recoding or deriving cleaned replicas 
of the existing variables in such datasets. In a transparent manner (progress tracking), 
this tool automatically detects all variables specified, treats each of them, and generates 
immediate results corresponding to the treatment status (including exceptions for string 
ones). The paper also brings examples of using real-world data (World Values Survey-
WVS, Time-series, v4.0). 
Keywords: SHARE, WVS, or similar datasets; DK/NA coded as negative values; effects 
on regression and classification models; feature selection steps; performance metrics. 
JEL Classification: L63, C31, C55, D83. 
 
1. INTRODUCTION 

Nowadays large datasets have become increasingly prevalent in social 
sciences and other research domains. Moreover, many statistical tools such as 
SPSS, R, MATLAB, Minitab, SAS, Stata, facilitate data analysis, statistical 
computations, visual representations, advanced tests, and automate the entire 
process of generating the results, many under the form of regression models with 
coefficients, errors, and other performance metrics. 

Some of the owners of the datasets the research community (mostly those 
based on surveys) uses sometimes not so common ways of encoding variable 
values. One example is that of some scales configured in the reverse order of the 
natural intensity of the corresponding responses translated into values related to 
certain variables. For instance, the five points scale of 5 - 1 (decreasing) for 
something that varies between Very Weak and Very Strong and should have an 
inverse correspondence (e.g., 1 for Very Weak, 2 for Weak, 3 for So and So, 4 
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for Strong, and 5 for Very Strong). Another example (in fact, the one to which 
this paper is devoted) concerns DK/NA values coded as "Do not Know" (DK), 
"No Answer" (NA), "Not Asked" (NA), "Not Applicable" (NA) or 
Missing/Unknown, which should typically be considered missing values. These 
values represent respondents' lack of knowledge or refusal to provide an answer 
to specific survey questions or simply the impossibility of collecting a valid 
answer due to other reasons (Couper et al., 2001). DK/NA values are typically 
treated as missing and coded accordingly (Williams et al., 2018). The latter 
applies because many researchers aim for clear and trustful answers, and the 
accuracy of the classification models obtained critically depends on the 
treatment procedures for missing values (Acuña and Rodriguez, 2004). 
However, some significant providers of survey datasets adopt an alternative 
approach and encode these values as negative ones, introducing a notable 
challenge in data analysis by leading to artificial inflation of scales, potential 
distortions in the estimation of correlation coefficients, generation of statistical 
models, and interpretation of statistical coefficients together with affecting 
measures of multi-collinearity and accuracy. Moreover, such a coding scheme 
can complicate feature selection efforts, hinder the robust exploration of models, 
lead to biased conclusions, and hinder the generalizability of research findings. 
Therefore, addressing this issue and restoring the integrity of the data is crucial 
for model exploration, feature selection tasks, accurate data analysis, and reliable 
results. 

Traditional approaches to address this problem involve data imputation 
techniques, where missing values turn into estimated values based on various 
statistical methods and observed patterns in the data. Various imputation 
methods (e.g., mean imputation, hot-deck imputation, or multiple imputation) 
evolved to handle missing values effectively (Farhangfar et al., 2007). These 
imputation methods require careful consideration and can introduce additional 
uncertainties and biases into the data. However, in the case of DK/NA values 
encoded as negative numbers, the usual imputation approaches may not be 
appropriate. Imputing these negative values using standard imputation 
techniques can introduce further biases and distort the nature of the data. Thus, a 
tailored approach is required to address this specific coding scheme and 
accurately handle DK/NA values. 

REMDKNA (a new Stata command) tackle such issues being designed to 
automatically remove DK/NA values from large survey datasets, avoid 
consuming extra time and effort to clean the dataset, and obtain cleaner datasets 
ensuring the integrity, validity, and reliability of the statistical analyses and 
resulting models. The tool was inspired by working with large data sets, such as 
the ones belonging to significant providers as the European Values Study a 
large-scale, cross-national, and longitudinal survey of attitudes, opinions and 
values produced by Tilburg University and partners; GESIS of the Leibniz 
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Institute for Social Sciences; the World Values Survey, a global research project 
that explores people's values and beliefs; the Survey of Health Ageing and 
Retirement in Europe / SHARE of the Munich Center for the Economics of 
Aging (MEA), a former division of the Max Planck Institute for Social Law and 
Social Policy; and the Life in Transition Survey/LITS of the European Bank for 
Reconstruction and Development. The idea came after carefully identifying the 
procedures for coding the values of the fields/variables related to the questions 
in the questionnaires used by these providers, label list and tabulate commands 
in Stata, as used for the dta form of the datasets. 

Previous research (Zhang, 2011; Liu et al., 2012) emphasized the 
challenges of using DK/NA values in large survey datasets and their impact on 
data analysis and modeling. Traditional approaches often involve laborious 
manual recoding or imputation techniques (Young et al., 2011), which can be 
time-consuming and prone to errors (Assale et al., 2019). Addressing DK/NA 
values as negative ones is not something new. It stands behind studies utilizing 
large survey datasets like the World Values Survey (WVS), SHARE, or others 
indicated in the previous section. Such datasets provide valuable insights into 
societal trends and attitudes over time. However, the artificially encoded 
negative values can introduce bias and affect the reliability of statistical 
analyses. 

REMDKNA offers a promising solution to this issue. By automatically 
identifying variables specified in the command and processing them in real-time, 
REMDKNA efficiently removes DK/NA values. The tool provides information 
on the treatment of such values for each variable, including numerical success or 
string exception codes and survey item descriptions/labels. Moreover, the paper 
includes real-world examples starting from a WVS dataset and illustrating the 
impact of REMDKNA on model evaluation metrics, predictor independence 
tests, and classification model accuracy. 

 
2. DATA AND METHODS 

REMDKNA in Stata is recommended to be used together with “label list” 
and “tabulate” (existing commands) that can support an easy check of the 
original coding logic and frequency of values for any variable. For all three, the 
results are presented in the console of Stata. Moreover, other community-based 
ones served to generate comparative predictive model representations, with and 
without DK/NA value treatment, such as probability/risk-prediction nomograms 
based on nomolog, in the context of binary logistic regressions (Zlotnik and 
Abraira, 2015). Such prediction nomograms were also necessary for two things. 
First, it is about the selection between collinear/redundant variables. Second, the 
representation of the final binary logistic models working also as prediction 
instruments. Some of the additional installations performed were those of the 
estout package, including support for using the eststo, esttab (Jann, 2005; Jann 
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and Long, 2010), PCDM (Homocianu and Airinei, 2022) and MEM commands. 
(Homocianu and Tîrnăucă, 2022). Estout served to automatically generate tables 
with coefficients and errors corresponding to the regression models by printing 
them in the console or even exporting them as .csv files. PCDM was meant for 
filtering on magnitude, support, and significance after performing calculations 
regarding Pearson Pairwise Correlations, while MEM complemented estout with 
additional performance metrics - e.g., AUC-ROC (Jiménez-Valverde, 2012). 

The original design of REMDKNA was as a .do (batch) script file. In this 
case, its execution depended on its download path. Now, it serves as a command 
publicly available for Stata under this peculiar name (REMDKNA), and it also 
supports a set of variables or the Asterix (*) instead of all existing variables, as 
the only parameter. To install it is enough to download and copy the 
remdkna.ado addition to Stata file into one of the ado directories, e.g., 
C:\ado\personal. When designing our own Stata processing files, .do extension 
to automate the derivation and analysis steps or even the generation of tables 
with classification and regression models and their performance statistics, we 
can rely on the simple logic of invoking REMDKNA right after opening the 
original dataset. 

REMDKNA can dynamically and efficiently deal with all existing variables 
in a dataset, use of * instead of specifying a long list of space-separated variable 
names, which is also possible. It also looks for exceptions when proving no 
variable and prevents fatal interruptions in execution when detecting other 
issues, e.g., string variables - easy to find later by searching after the 
EXCEPTION keyword, and easy to remove by relying on the use of the drop 
command. REMDKNA also measures the execution step (variable) and 
percentage, which is useful when dealing with time-consuming tasks involving 
many variables to clean. Because of capturing both the job start and job end 
timestamps, it also supports measuring the time needed to complete such tasks. 
By that it simultaneously acts as a benchmarking instrument for different 
hardware and software configurations. 

A subsequent scenario of finding string variables generating exceptions and 
dropping them from the dataset is worth mentioning when further performing 
selections, e.g., CVLASSO and RLASSO in the LASSO pack (Tibshirani, 1996) 
and not wanting to explicitly specify so many variables from the dataset but use 
instead the Asterix (*) to refer them all at once. Therefore, the data treatment 
effort is minimized as much as possible by relying on such dynamic and real-
time treatment and reporting transparently performed by REMDKNA in the case 
of datasets like the ones mentioned in the Introduction part of this article. 

For other cases, datasets in the native .dta format of Stata or imported files 
such as .csv or .xls/.xlsx) in which the negative values of some variables do not 
correspond to DK/NA values, the use of the REMDKNA command should be 
performed with a lot of care, in order not to alter/destruct the original scales of 
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these variables. Data from the World Values Survey (WVS) prove the usefulness 
of REMDKNA for real-world examples. All variables (1,045) and observations 
(450,869) in a WVS dataset (the file named WVS_TimeSeries_4_0.dta available 
in the .zip archive, namely WVS TimeSeries 1981 2022 Stata v4 0.zip, 
supported the tests. Data was exported then as .csv in two forms (two forms 
depending on whether we have previously applied or not REMDKNA) using 
Stata. This export took place only after a simple binary derivation of the variable 
to analyze (D002, Satisfaction with home life) considering the symmetric split of 
the original scale. Therefore, starting from it (original scale of 1=Dissatisfied to 
10=Satisfied), D002bin was derived. The latter contains one for all original 
values greater than or equal to 6 and 0 otherwise. Other commands (label list, 
tabulate, generate, and replace) seemed handy when checking the original scales 
or the frequency of values and performing the derivations. Then, both forms of 
the .csv file, exported dataset acted as input in the Rattle version 5.5.1, interface 
of R, version 4.1.3, x64. 

Next, the Adaptive Boosting (Ada Boost) technique for decision tree 
classifiers (Vadivukkarasi and Santhi, 2020) as the 1st part of the 1st selection 
round was applied with default settings Trees:50, Max Depth:6, Min Split:20, 
Complexity:0.01, Learning Rate:0.3, Threads:2, Iterations:50, Objective: binary 
logistic. The reason for not using the boost plugin in Stata is related to its time-
consuming execution coupled with limited capabilities in terms of automatic 
variable selection and treatment of missing values (Schonlau, 2005). 
Simultaneously, 2nd part of the 1st selection round, a filter based on Pearson 
correlation coefficients, between the target variable in its scale format and all 
other variables was applied using PCDM (Homocianu and Airinei, 2022) and 
two types of threshold conditions, 0.2 for the minimum value of the correlation 
coefficient as absolute value or modulus, and 0.001 for the maximum accepted 
p-value for which the correlation coefficient is significant. 

Another selection stage (2nd round) focused on discovering the intersection 
of the selections previously performed using Ada Boost and Pearson correlation 
coefficients. 

In the 3rd round, we successively invoked two powerful commands in the 
LASSO package (Tibshirani, 1996) in Stata for both forms of the outcome 
(binary and scale) and both forms of the .dta dataset (when previously using or 
not REMDKNA) until observing no loss in selections. The list of predictors 
obtained in the 2nd round served as input for this one, round 3. To perform such 
consecutive selections, two powerful commands in this LASSO pack of Stata 
served, namely rlasso – responsible for controlling overfitting (Sanchez et al., 
2019), and cvlasso – performing cross-validations on random subsamples 
(Ahrens et al., 2020). 

In the 4th round (performed only starting from the previous findings in the 
scenario when initially removing the DK/NA values), the selections based on 
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checking for reverse causality issues using ordered logit and ordered probit 
regressions, the target (D002) and just one predictor, each from those identified 
at the previous step, in every single regression plus interchanging the roles 
(D002 as the predictor and each of the others as input) and comparing some 
metrics, e.g., Pseudo R-squared –  the larger, the better, and AIC and BIC – the 
smaller, the better, in each direction. 

The 5th round, also performed only starting from the previous findings in 
the scenario when initially removing the DK/NA values, selected variables using 
risk prediction nomograms and the results of Ada Boost (frequency of splits for 
each input variable) only after identifying collinearity issues among predictors 
based on R-squared and VIF comparisons in OLS regressions with two (x1 x2) 
and three (y x1 x2) variables specified, and Pearson correlations coefficients 
(Liveris et al., 2014) not overpassing (in their absolute values) a maximum of 
0.4, this time computed only for pairs of predictors and not between the target 
and each potential predictor – the case of the 2nd part of the 1st selection round. 

Stata 17.0 MP 2021 64-bit was behind most of the derivation, selection, and 
analysis steps preceded by using or not the REMDKNA tool proposed in this 
paper. 

 
3. RESULTS AND DISCUSSION 

The goal of this section is to demonstrate the usefulness of the REMDKNA 
command in terms of increased support for treatments of DKNA values of most 
numerical variables and the consequences of not applying such treatment in 
terms of differences in descriptive statistics (Tables A1 and A2), resulting sets of 
variables corresponding to various selection steps, collinearity and reverse 
causality measurements, and accuracy of other performance indicators for final 
models. Moreover, after identifying peculiar influences at the end of the first 
three selection rounds mentioned in the previous section, additional tests and 
analyses were performed considering both forms of the outcome variable (D002 
for the scale and D002bin for the binary form). 

As noticed in Figure 1, the result of the 2nd tabulation on center-left, the 
derivation process when not previously using REMDKNA is doomed to failure 
unless explicitly specifying a secondary condition (>0) for the lower half (1-5) 
of the original ten-points scale when creating the 0 (zero) values of the binary 
derivation. The latter is due to the negative values (e.g., -5 for 
Missing/Unknown, -4 for Not asked, -2 for No answer, and -1 for Don’t know, 
where only the last three have a frequency for the target variable, D002) used by 
the owners of this dataset to code the DK/NA values.  

In the case of using REMDKNA and automatically dropping all missing 
values for all variables, coded as negative ones, this will result in fewer valid 
values, only the ones corresponding to the scale used) for each variable and a 
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much lighter (right of Figure 2) exported data set (.csv format to use with other 
tools, such as Rattle in R). 

When performing the first selection based on Ada Boost in Rattle with the 
target variable set in its binary format, this tool selected only 123 variables 
(Figure 3B) from all existing in the dataset if previously not dropping the 
DK/NA values and only 65 (Figure 3A) if using REMDKNA immediately after 
opening the dataset. 

 

 

 
Figure 1. Comparative results of applying tabulations for the target variable in 

both forms (binary derivation and original form)  
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Figure 2. Comparative resulting .csv exports if previously using (right – smaller 
size) or NOT (left – larger size) the REMDKNA command 

 

 
Figure 3A. Results of applying the Ada Boost technique (in the Rattle library of R) 

if previously removing the DK/NA values using REMDKNA 
(less time required) 
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Figure 3B. Results of applying the Ada Boost technique (in the Rattle library of R) 

if previously NOT removing the DK/NA values using REMDKNA 
(more time needed) 

 
When using a selection based on the absolute values of the Pearson 

Pairwise Correlation Coefficients between the outcome, the scale form of D002 
and each predictor, using PCDM, Figures 3A&3B, a minimum accepted 
magnitude of 0.2 (minacc=0.2) for such coefficients was considered, negligible 
correlation. The value of 0.2 is a reconciliation average (0 to 0.2 or −0.2 to 0 for 
Very Weak / Very Low / Negligible; 0.2 to 0.4 or −0.4 to −0.2 for Weak / Low; 
0.4 to 0.6 or −0.6 to −0.4 for Moderate / Intermediate; 0.6 to 0.8 or −0.8 to −0.6 
for High/Strong, and 0.8 to 1 or −1 to −0.8 for Very High/Very Strong 
Correlation) between the two versions: the first 0.1 (Schober et al., 2018) and 
the second 0.3 (Mukaka, 2012).  

Moreover, 0.2 represents a consistent step (0.2x5=1 or -0.2x5=-1) given 
those five categories: negligible, weak/low, moderate, strong, and very 
firm/strong correlation (those five intervals above). We can notice that the 3rd 
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state (moderate/intermediate) is symmetric if considering the middle values of -
0.5 and 0.5 for -1 to 0 and 0 to 1 as negative and positive subranges of the 
correlation coefficients. In addition, the minimum significance of one per 
thousand was considered in this selection scenario (maxp of 0.001 – Figures 4A 
and 4B).  

 

  
Figure 4A. Results of applying filters based on Pearson Pairwise Correlation 

Coefficients if previously removing the DK/NA values using REMDKNA 
 

 
Figure 4B. Results of applying filters based on Pearson Pairwise Correlation 

Coefficients if previously NOT removing the DK/NA values using REMDKNA 
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An extra argument for a balanced and conciliatory approach for Pearson 
Pairwise Correlation Coefficients, those five intervals above, is the existing 
balanced approach of interpreting AUC-ROC classification accuracy values, five 
equidistant intervals of step 0.1 between 0.5 and 1 corresponding (Nahm, 2022) 
to Fail, Poor, Fair, Good, Excellent or, in other approaches: Fail, Worthless, 
Poor, Good, Excellent (Polo and Miot, 2020) or Bad, Poor, Satisfactory, Good, 
Excellent (Bogale et al., 2022), or Unsatisfactory, Satisfactory, Poor, Good, 
Excellent (Trifonova et al., 2014). Filters based on Pearson Pairwise Correlation 
Coefficients selected only a few predictors, 13 items excluding the target: D002 
&D002bin, when using REMDKNA, Figure 4A. A less consistent filtering, 335 
items out of 1045) occurred in the other case, Figure 4B. 

Next, the intersection between the results provided by Ada Boost and those 
returned by the approach considering Pearson correlation coefficients, Pearson 
Pairwise Correlation Coefficients using PCDM in Stata, represents ten vs. 52 
predictors depending on previously dropping the DK/NA values, right side of 
Table 1, or not - left of Table 1. 

After performing both CVLASSO and RLASSO selections on both forms 
of the target variables, 29 of 52 variables resulted (left of Table 2) if not 
removing the DK/NA values and just eight of 10 (right of Table 2) if previously 
using REMDKNA and dropping these values. 

 
Table 1. Comparative intersecting results of applying both the Ada Boost technique 
in Rattle and filters based on Pearson Pairwise Correlation Coefficients (PCDM in 

Stata) 

Intersection between Ada Boost and 
Pearson Pairwise Correlation Coefficients 

if NOT using REMDKNA 

Intersection between 
Ada Boost and Pearson 

Pairwise Correlation 
Coefficients if using 

REMDKNA 
A013 B007 D016 E104 F027 X023R A008 
A015 C012 D027 E105 F032 X047CS A009 
A016 C033 D034 E106 F055  A017 
A017 C060 D062 E107 F127  A018 
A018 D001 E017 E108 F128  A170 
A063 D004 E020 E190 F141  A173 
A091 D006 E047 F003 F142  C006 
A107 D007 E053 F004 F144  C031 
B003 D011 E057 F009 G002  C033 
B005 D014 E069_09 F010 G007_44  C034 
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Table 2. Comparative results of applying both CVLASSO&RLASSO (Stata) in 
cascade  

CVLASSO and RLASSO 
if NOT using REMDKNA 

CVLASSO and RLASSO 
if using REMDKNA 

A016 E020 F004 A008 
A017 E047 F009 A017 
A018 E053 F027 A170 
B007 E057 F127 A173 
C033 E104 F128 C006 
D001 E105 F142 C031 
D004 E106 F144 C033 
D016 E107 G007_44 C034 
D034 E108 X047CS  
E017 E190   

 
The step that followed was to check for reverse causality issues using 

ordered logit and ordered probit regressions and each variable selected in the 
previous stage as input and the target in the scale form (D002) and vice versa by 
interchanging the roles (D002 as input and each of those eight predictors on the 
right side of Table 2 as output). In addition, some model performance metrics 
such as Pseudo R-squared, AIC, and BIC automatically resulted (computed and 
reported) to conclude which variable of those eight is more appropriate to act as 
input and which as a target in connection with D002. This selection stage only 
took place in the case of previously dropping the DKNA values, and it filtered 
the previous set of possible predictors and preserved only five, namely A170, 
A173, C006, C033, and C034. The corresponding results are available in Tables 
A3 and A4. 

The next step was to remove the collinearity issues in the second scenario 
(if cleaning the dataset using the REMDKNA command). After identifying the 
collinear pairs, a prediction nomogram (Figure 5) resulted after performing a 
logit regression, including all five remaining predictors. The removal considered 
only those variables involved in collinear pairs ((A170, C033), (C006, C033), 
and (C033, C034) – top of Table 3, together with (A170, A173), and (A170, 
C006) - right of Figure 6). It also dropped the ones with lower values for the 
magnitude (smaller overall bars and the right edge corresponding to a lower 
score – Figure 5). The first three collinear pairs (top of Table 3) resulted when 
considering all possible OLS regressions with D002 or D002bin set as outcomes 
(y=D002bin or y=D002) and each pair of those five remaining predictors above 
(after performing reverse causality checks), and observing that R^2 in OLSx1x2 
> R^2 in OLSyx1x2 or Maximum Computed VIF (using the VIF command after 
OLSyx1x2) > Maximum Accepted VIF=1/(1-R^2) for OLSyx1x2 (bottom of 
Table 3). Moreover, an OLS Maximum Computed VIF>OLS Maximum Accepted 
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VIF means that the correlation between the predictors is stronger than the 
regression relationship (Vatcheva et al., 2016), and multicollinearity can affect 
their coefficient estimates.  

Moreover, two matrices with Pearson Pairwise Correlation Coefficients 
(Figure 6 - only for those remaining five predictors above) served to identify 
additional collinearity issues. In this second approach, a maximum accepted 
magnitude of 0.4 (Schober et al., 2018) for such correlation coefficients was 
considered (negligible and weak correlation), and two other collinear pairs have 
been identified (A170 and A173, A170, and C006). The latter finding regarding 
these two additional collinear pairs couples with the fact that using a similar 
approach as the one depicted in this article (including DK/NA treatments using 
REMDKNA and similar selection steps), A008, A009, A173, C006 emerged as 
the most resilient determinants of life satisfaction (A170). Therefore, A173 and 
C006 cannot co-exist with A170 in the model in Figure 5 (D002bin set as 
target). The first two are also predictors of A170 (a clear indication of 
redundancy affecting A170). After removing all collinearity issues based on the 
logic above, the remaining list of predictors comprises only three (A173, C006, 
and C034) from those five above, and, eventually, A008 and A009 (the 
predictors of A170). Still, the latter two did not pass reverse causality checks 
(like those described in Tables A3 &A4) when considering D002 (homelife 
satisfaction) as the target. Consequently, they are not confirmed when all 
previous selection steps are activated. 

 

 
Figure 5. Nomogram (the nomolog tool in Stata) for collinearity removal purposes 

 
Moreover, a comparison between C033 and C006 took place. C033 was 

dropped (smaller overall bar and a lower score corresponding to the value on the 
right edge – Figure 5, and, in addition, a tinier frequency in the results of Ada 
Boost than the one of C033: 6 vs. 34 – top of Figure 2). The same applies to the 
pair C033 and A170. This removal solved most critical collinearity issues, as 
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shown at the top of Table 3. Additionally, it excluded half of the ones in Figure 
6 (right side). 

 

 
Figure 6. Comparative matrices with Pearson Pairwise Correlation Coefficient 

 
It is also worth mentioning the differences in correlations among the 

reliable predictors identified (if previously removing DK/NA values or not – 
Figure 6) and those in VIF and R^2 (top of Table 3 vs. bottom of Table 3), 
which do not point out the same collinearity issues. 
 

Table 3. Collinearity checks for each pair of those five predictors resisting 
reverse causality checks if previously removing DK/NA values (top) or NOT 

(bottom) 

y x1 x2 
R^2 
for 

OLSx1x2 

R^2 
for 

OLS 
yx1x2 

Max.Comput.VIF 
for OLS yx1x2 

(estat vif) 

Max.Accept.VIF 
for OLS yx1x2 
(=1/(1-R^2)) 

D002bin A170 C033 0.1999 0.1959 1.2499 1.2436 

D002bin C006 C033 0.1517 0.1486 1.1789 1.1745 

D002bin C033 C034 0.2121 0.0979 1.2691 1.1085 

D002 C033 C034 0.2121 0.1585 1.2691 1.1883 

D002bin A170 A173 0.1419 0.0056 1.1654 1.0057 

D002bin A170 C006 0.1781 0.0071 1.2167 1.0071 

D002bin A173 C006 0.1302 0.0047 1.1496 1.0047 

D002bin C033 C034 0.8576 0.5475 7.0244 2.2097 

D002 A170 A173 0.1419 0.0036 1.1654 1.0036 

D002 A170 C006 0.1781 0.0046 1.2166 1.0046 

D002 A173 C006 0.1302 0.0032 1.1496 1.0032 

D002 C033 C034 0.8576 0.6195 7.0244 2.6281 
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Figure 7A. Prediction nomogram if previously removing the DK/NA values 

 

 
Figure 7B. Prediction nomogram if previously NOT removing the DK/NA values 

 
The next step was to compare different regression models and prediction 

nomograms containing these three remaining predictors also resisting 
collinearity checks (A173, C006, and C034) and considering previous treatment 
of DK/NA values or not. 

By performing side-by-side comparisons between those six models in tables 
A5, when cleaning DK/NA values by using the REMDKNA command, and A6, 
when not performing such data cleaning tasks, we can see that all R-squared 
values for all six models are exaggerated (much higher) in the second case 
(Table A6). The same applies to the accuracy of classification (AUC-ROC of 
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0.7832 vs. 0.9182 for model 1-Logit and 0.7832 vs. 0.9374 for model 2-Probit). 
The RMSE for OLS regression models (3 and 6) was also higher when 
previously applying REMDKNA. Instead, the AIC and BIC information criteria, 
an indication of the goodness of fit, recorded better/smaller values for all six 
models when previously performing data cleaning tasks (Table A5). The 
maximum absolute values of the Pearson correlation coefficients between all 
pairs of predictors (maxAbsVPMCC of 0.2835 vs. 0.3608) indicate higher 
values (slightly more collinearity) when not performing the removal of DK/NA 
values (Table A6). All these couples with the overrated number of valid 
observations (16160-Table A5 vs. 450869-Table A6). Moreover, they are 
specific to the dataset used, the outcome variable, and the most robust 
corresponding predictors identified. Still, they offer a clear picture of the 
magnitude of distortions obtained if dealing with the source data, but not 
adequately. 

It is easily noticeable that when allowing for inflated scales, the entire 
selection process (including all checks) dramatically complicates (Figure 3A vs. 
Figure 3B, Figure 4A vs. Figure 4B, Tables 2, 3 and 4A vs. 4B). And that comes 
second if considering the lack of correctness of an approach allowing for such 
not treated messy data. In addition, if we focus on the most robust predictors, the 
noticeable differences in their compared magnitudes (an overturning of the 
ranking – Figure 7A vs. Figure 7B) when considering these two scenarios 
(previously cleaning the original data vs. not) should raise tough question marks. 
Moreover, the significant differences in the performance metrics (support, 
accuracy, R-squared, fit, etc.) of the resulting models in these two scenarios are 
another solid argument for using such automatic tools dedicated to the correct 
data treatment. 

As already demonstrated, REMDKNA successfully simplifies the task of 
automatically cleaning some dataset types (e.g., large files designed by 
considerable project owners such as WVS or SHARE, including the .dta format 
for Stata) before starting to perform feature selection tasks and also contributes 
to obtaining realistic models. 

 
4. CONCLUSIONS 

This article describes the effects of using an automated solution for 
removing DK/NA values encoded as negative ones, in some large survey 
datasets. First, it is about minimizing the manual intervention required for data 
cleaning. Second, the solution demonstrates the effectiveness of improving the 
feature selection and robust model exploration steps, including the tests of 
predictor independence, and obtaining realistic model evaluation metrics. And 
these stand on real-world datasets analysis such as the World Values Survey or 
similar. By removing the artificially inflated scales caused by DK/NA values, 
the integrity and reliability of statistical models are ensured. Moreover, the real-
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time progress monitoring and reporting feature of such a solution, including easy 
tracking of DK/NA value treatment and insights into the success in case of 
numerical variables or exceptions encountered for string ones, enhances its 
usability and efficiency. 
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